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ABSTRACT

A two-dimensional discrete cosine transform (2-d DCT), often usddhégecoding, has
been applied to sequences of speech spectra producednhgpdheimlikelihood method
(MLM).

The coded data was compressed by over 9@¥hjcing it to a size smalleéhan that
needed to store the coefficients of &Merder Inear predictive coding-PC) model. The
DCT-encoded data was then reconstruetedtested forintelligibility. It was foundthat

the two-dimensionalDCT method wassignificantly more intelligible and more natural
than the LPC technique.

Moreover,whenthe power spectrum data is augmenigith its phase information prior
to compression with thevo-dimensionaDCT, a further reduction in theolume ofdata
required for synthesis is obtained.

INTRODUCTION

In the pastparametric methods, such as linear prediction, have Wwelety acceped as
the only practical approach to very low data rate speech coding (e.g. [1], pageh&s9). T
saving in volume of data is due to two important factors:

1. an innovation signgko drive a simulated vocdtact filter) which can be adequately
characterised by only two parameters (pitch and intensity).

2. a smalhumber of coefficients (model parameters) needed to deshalfiger driven
by the innovation signal.

The intelligibility and quality ofthe reconstructed speeclilwepend on thability of the
filter to matchthe true spectradhape of thaignal, and orthe synthetic innovatiorsignal
to reproduce an acceptable phase characteristibambnicstructure. The use gifitch-
synchronousanalysistechniques caminimise the need toexplicitly model large-scale
temporal factors.

Problems:

The all-pole autoregressive (AR) modetplicit in LPC is quite well-suited to the
modelling of non-nasalisedpeech in quiet surroundings and with a known acoustic
transfer function betweethe speaker and the microphone. Howewasalisedsounds,
and noisy and unpredictable acoustic environments can all degrade quality significantly.

A more robussystem would be to transmit parameters directly related to perception of
speech (sinceariability in the input signal iselativelylarge). To datethis approach has
not been so widelyexploited because of thdifficulty of defining aset of parameters



which describe @rceptual phenomena adequateile beingcompact enough tallow
low data-rate coding.

A clue tothe solution othis problemlies in thatauditory perception isssentially awo-
dimensionalprocess (forexample,there are contrast-enhancingechanisms within the
peripheral auditory system, which operate in both the time and the frequency domains).

A Solution:

Although it is difficult to identify asmallnumber of parameterghich adequately describe
the perception of a single sheggment (frame) of speech, thersignificantcorrelation
between successive frames. Thus a sequeng®igy frames can bencoded withlittle
more data than a single frame.

Optimal codingcould be performed using a Karhunen-Loéve transfi¢hT) of each
block, but aswith image data, aclose approximation can be achieved withiwap-
dimensional disete cosine transform (2-d DCTJransmission oWector quantised 2-d
DCT coefficients can thereduce theveralldata rate to &vel comparable with that for
LPC filter parameters, but without having to satisfy the assumptions of AR analysis.

EXPERIMENTS
Sentences taken frothe TIMIT database weranalysed tgroducemaximum likelihood
spectrogramsvhich were then encoded with afgorithmsimilar to that proposed by the
Joint Photographic Image Expegroup (JPEG) foimages [2].The quantisation was
performed to deliver varying
degrees of compression. As a»
example, figures 1 and 2 shov l
spectrograms of &pical sentence
before and afte2-d DCT coding, i } 4
with a compression of 91%. . :
The opinion equivalenguality [3] Figure 1: Spectrum of a sentence také&om
of the reconstructed speech was TIMIT.
assessed for eachlevel of 3
compression, and then, I i
intelligibility was assessed using the 3 r
diagnosticrhyme test (DRT) [4], ; E a4
with both sets of resultseing S
shown in table 1. The DRTests Figure 2: Reconstructed speech spectranginal
were performed with @mall ‘in- shown in figure 1, after using 2-d DCT.
house’ database.



Effective Compression rati¢p Intelligibility | Opinion Equivalent Quality,
Using 2-d DCT
94% 96.6% 20dB
92% 97.2% 23dB
91% 97.9% 24dB
90% 98.6% 25dB
87% 98.9% 30dB
83% 99.0% 31dB
Using 18N order LPC
89% 96.3% 19dB

Table 1: Measures of effective compression rafitlligibility, and opinion
equivalent quality of the respective coding methods.

CONCLUSIONS

A new approach to speech coding hasnproposedwhich takes account of frame-to-
frame interdependency lyeating the sequence bhmes as a two-dimensiongattern
and encoding it in asimilar fashion to an image. Thisllows non-parametric
representations of speech to be encodedladé rates @mparable with parametric
methods such as LPC [5]. Theam advantage of this approach tke improved
intelligibility and perceived quality dhe reconstructed speeathile maintaininghe low
data rate of parametric methods.
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